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Abstract

The paper proposes a novel method which dynamiealtypdes the multispectral images followed by imaggancement. Tt
compression or encoding of images works with itsque spectral characteristics. The encoding algwritshows its
performance on the bs of image content. An image can be categorizedeanantic classes or datatype classes. Sen
classes are nothing but the regions like cloudsynmains, rivers etc. Datatype classes are smogthre and textured reons.
If a particular region ointerest is concerned for the application, semasitisses are exposed and compressed. The prc
work concentrates on datatype classes. Initialigdgyal Component Analysis and Wavelet transfororatire carried out ithe
spatial and spectral domaiespectively. The transformed image is then segadeinto smooth and textured regions. Base
the region, compression technique is applied dyoalgi SPIHT is used for smooth regions since il waits for images wh
more smooth regions and simliaiwavelet method for textured regions thereby mooating the advantages of both

algorithms. A variety of enhancement techniquesaggied to the compressed image and the resdtsanpared using tt
metrics WQM and CEF.
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1. Introduction only in spatial domain. Later, to improve performance,

Multispectral images are the main type of imageguaed by Poth spatial and spectral domains [21] are coneitl
remote sensing radiometers. Since it includes retails anc Recently the transformation is adapted to localgenaonten
more spectral bands, the size of a multispectragins very and thereby uses the concept, adaptive transfam.

high. Ground stations acquire and use such imagesa
variety of aplications like vegetation, geology, mining €
There comes the importance of compression. |
compressed images can be manipulated by end users.

The transformation is flwed by quantization if th
compression is lossy. Such encoding techniques aamler
vector quantization [17]. Based on some predici@des for
the pixels, encoding can be done in predictive g«

The existing compression algorithms do not consitter Depending on the application and system constraany
spectral characteristics [2] which are unique toltispectral Particular coding algorithm like arithmetic codinguffman
images. The proposed work transforms the imagegi coding, ziviempel coding, wavelet coding, SPIHT , 23],
Wavelet inspectral domain and Principal componematysis Hilbert scanning is selected.

in spatial domain. . . . .
P The encoding algorithm shows its performance orbdsis of

Transformation plays a key role in the successffiient image content. An image can be categd as semantic
compression. It packs as much information as ptesgilto the classes or datatypeclassel§. [Semantic classes are noth
smallest number of transform coefficients. Amonge but the regions like clouds, mountains, rivers @atatype
transformations like Discrete Cosine Transform (D¢ classes are smooth regions and textured regioagdfticulal
Discrete Fourier Transform (DFT), Walsh Hadarr region of interest is concerned for the applicatisemantic
Transform (WHT), the information packing ability dhe classes are exposed and compressed.

DCT is superior to that of the DFand WHT. Although thi:
condition holds for most images, P.J.Reddy and ¥Vjh9]
showed that the KarhunenLoeve Transform (KLT) ige
optimal transform in an information packing senser
multispectral images. Initially the transformatii@j is applied

The paper deals with datatype classes since théevilmage
(not a particular region) is considered for compi@s. In the
research work, the image decomposition is basedthe
statistical feature, transformati by Principal Compone!
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transform and the encoding is by two different alfons
based on the regions identified. SPIHT is usedsimooth
regions since it well suits for images with more ositin
regions and similarly wavelet [5] method for texdregions
thereby incorporating the advantages of both tgerdhms.
Multispectral images can be acquired from [24].

The organization of paper is as follows. Sectionldscribes
transform coding where the image is decomposedsimooth
and textured regions and transform selection. &ectll

tolerated, the computational resources availabte the type
of images considered. Principal Component Analisigell
suited for multispectral images. It is also ternaedhotelling
transform. It is a signal-dependent transform [8fatt
decorrelates the signal. It is a diagonalizatiortrixdor the
auto covariance matrix of the signal. Let us dertbé&signal
vector of ‘n’ data points by x (n x 1matrix). Theuta
covariance matrix R is defined as

R=E[(x-0)(x- 1)']
wherep = E[X]

describes the dynamic encoding technique. Sectln \yiihout loss of generality, we can assum®
enhances the compressed image for better and ieffectrne gutocovariance then becomes

visualization and deals with results and discussiéarious R = E[xX] (1)
enhancement techniques are used and results aneam®m gince R is real symmetric matrix, it can always be
using the metrics WQM (Wang's Quality Metric) an®&f  giagonalized. Thus, there exists an orthonormatiriit such

(Color Enhancement Factor). Section V concludesvibek
and proposes future work.

2. Transformation

Transformation decorrelates the spectral
coefficients which in turn makes the compressioficient.
Images can be split based on segmentation. Theesggtion
may be pixel based or region based. The imagecsngosed
into datatype classes based on the statisticalureastandard
deviation. If standard deviation is zero, it belsrtg smooth
class/region and if not, textured class/region.n$farmation
is then applied to the regions which maps the regito a set
of transform coefficients which are then encoded.

Fig 1 shows a typical transform encoder. It invelvéree
relatively  straightforward  operations: transforroati
segmentation and encoding. The goal of the tramsftion
process is to decorrelate the pixels of each regiomo pack
as much information as possible into the smalleshlrer of
transform coefficients.

Input image—p|  Transformation

Segmentation

v

Encoding

Compressed Image
Fig.1 Transform Encoder

The transformation can be adapted to local imagaecd,
called adaptive transform coding, or fixed to theole image
called nonadaptive transform coding.

2.1. Principal Component Analysis
The choice of a particular transform in a given laggion
depends on the amount of reconstruction error that be

that

M'RM =D (2)
where D is a diagonal matrix corresponding to flgerevalues
of the matrix R. Note that each column of M is &eavector

and dpafig R

The KLT is defined as
y=MT"x (3)
The transform has a nice property that the transfdrvector
y is decorrelated. The hotelling transform is optinn the
sense that it minimizes the mean square error leetvike
vectors x and their approximations y. From (1),hage
Elyy']=E[M "xx"M]=M "E[xx" ]M=M "RM

Thus, using (2)

(4)

Elyy'1=D ()
To obtain the KLT matrix M, we need to solve for the
eigenvectors of R. Jacobi transformation algorifBinis used
to solve Eigen vectors. The algorithm is based bae t

following  successive similarity transformation. The
transformation is defined as
R = PRP (6)

where R is a transformed matrix and P 5PgP;... . Each
P(i=1,2,...) is a orthonormal similarity transformatiowith
proper choice of PR' converges to a diagonal matrix which
is none other than the matrix of the desired eigdnes and P
becomes the eigenvector matrix.

. PCA
X(Spatial)

WT

Y (Spectral)

Fig. 2 WT for the spectral domain and PCA for that&l domain
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The error can be minimized by selecting the k eigectors
associated with the largest eigen values. Hotetlagsform is
optimal in the sense that it minimizes the mearasg@rror
between the vectors x and their approximation3iye PCA is
applied only to the spatial domain in the imagehereas the
Wavelet Transform [13] is applied to the spectraindin as
shown in Fig. 2.

2.2. K Means Clustering

Pixel based segmentation consider image segmemtatioa
labeling issue at pixel level. A region can be dibsd by

guantifying its texture content. The three printigpproaches
used in image processing to describe the textura i@gion

are statistical, structural and spectral. StatstEpproaches
yield characterizations of textures as smooth, ssagrainy
and so on. Structural techniques deal with thengement of
image primitives, such as the description of textbhased on
regularly speed parallel lines. Spectral techniqueshased on
properties of the Fourier spectrum.

Since, the proposed work concentrates on smoothextared

regions, statistical approaches are used to ddfieeegion.
The standard deviation is used frequently as a uneasf

texture. It is O for areas of constant intensityl an greater
than zero for textured regions. K-Means [1] is exnlusive

clustering algorithm. It involves pixel based segmentation.

2.3. Bit Allocation

The reconstruction error associated with the trtettaeries
expansion of region splitting and transformatiom ifunction
of the number and relative importance of the tramsf
coefficients that are discarded, as well as theigign that is
used to represent the retained coefficients. Intrtragsform
coding systems, the retained coefficients are tadeon the
basis of maximum variance, called zonal coding ,[1B]on
the basis of maximum magnitude, called thresholdirgp
The overall process of truncating and coding theffaments
of a transformed sub image is commonly called Ibication.
The transform coefficients of maximum variance ygattre
most information and should be retained in the mgdi
process.

Bit allocation, either explicit or implicit, is aritical part of
any transform coding technique. The class basetbapp can
be convenient in a rate-distortion sense for thrapression of
the whole image. Bit allocation has the goal ofagtihg the
least possible overall distortion for the assigmedources.
Lagrangian optimization says that an optimal alfimea is
reached when each encoding bit produces the saoreade
in distortion on any region.

3. Dynamic Encoding Technique
Various compression algorithms like JPEG compressio

i.  Place K points into the space represented by thgyorithm, object based wavelet method etc on splct
objects that are being clustered. These poini§,,geneous regions are discussed by Maria Petttou,

represent initial group centroids.

ii. Assign each object to the group that has the dos

centroid.
When all objects have been assigned, recalculate
positions of the K centroids.

gsei-ichiroKamataand Craig [16]. The multispectral image is

divided into many regions and adaptive transforomatis
applied. The encoding algorithm is then applied the
transformed coefficients.

Repeat Steps 2 and 3 until the centroids no longésome particular regions are considered as regidrinterest

move. This produces a separation of the objects it 2], then encoding is applied to those regiony @mid other
groups from which the metric to be minimized can b&gions are not considered for compression. Basedhe

calculated.
The K-Means algorithm does not necessarily find tiest

optimal configuration. Since PCA has been appliedrj19],
it results in optimal solutions.

Fig. 3(a) Multispectral Image (b) Smooth RegionsTextured Tegions

The multispectral image of Little Colardo RiversBown in

Fig 3(a) Using K-Means Clustering, the image hagnbe

clustered into two regions, smooth and textured.4¢b) and
(c) show the smooth and textured regions respédgtive

application [20], suitable compression algorithmsidected
and applied.

For example, if the region of interest is relatwahiform like
flat area, water area etc., SPIHT [18] is appliédhe ROIls
are highly textured [11], e.g., mixed fields areaguntain
area, the wavelet method is applied.

Separable filters [22] are used to decompose thengi
arbitrarily shaped object into four subbands (LLK,LHL

andHH), then the LL band is further decomposed.eath

decompositionlevel, the signal is properly extendmod

downsampled so that the original signal with lengthis

represented by the same number of wavelet cogifi@ith

perfect reconstruction property.

The paper proposes a new adaptive encoding teahmitiich
is based on the datatype classes[14] identifiethénimage.
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The semantic classes in an image say about thectsbj@he image is decomposed into its datatype clasassdbon

involved in the image. The datatype classes deth wie

the standard deviation. The resultant classes ramoth and

texture content. If the texture is uniform, theioggis said t0 iayiyred. If the region is smooth, SPIHT is appliéidthe

be smooth and if not, the region is said to be lgiggxtured.

Fig 4 explains the proposed work.

Multispectral Image

Principal Component Analysis

v

K Means Clustering

Smoott

Region
class type?

Textured

Wavelet

Yes Any

more
regior

A

No

Image Enhancemen

\ 4

‘ Stog ’

Fig. 4 Class Based Multispectral Encoding

Drginel Image Compressed mage &

MCEDRC

DRC-CES

SF-CES

TW-CES-BLK
o2 p

[ORC-CES-ELIKC SF-CES-ELK

Fig. 5 (a) Original Image (b) Compressed Image-((§) Enhanced Images

region is textured, wavelet encoding is appliedudtin a
single image, the advantages of both the algorittares
incorporated.

4. Results and Discussion

The goal of the image enhancement is to improvevibgal
appearance of the image, or to provide “betterhgfarm
representation for future automated image procgssin
(analysis, detection, segmentation, and recognition
Various enhancement [10] techniques like alphaingot
multicontrast enhancement technique [9], and nudtiast
enhancement coupled with dynamic range compresBIG,
techniques [7] with and without blocking artifacttc. are
applied in the compressed image. The resultant ésage
thereby, then, compared using Wang’s quality mesmzl
Color Enhancement Factor.

Table 1 Various Enhancement methods and the results

Enhancement Wang's Color Enhancement
Method Quality Metric Factor

MCE 8.15 0.99
MCEDRC 6.73 1
AR 7.36 1
TW-CES 6.05 14
DRC-CES 6.75 1.01
SF-CES 6.49 1.07
TW-CES-BLK 6.49 1.39
DRC-CES-BLK 6.93 1.01
SF-CES-BLK 6.76 1.07
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Fig. 6 Various Enhancement Techniques and Qualéries

Wang’s quality metric comprises of sharpness amatkdhg
estimations. Hence, it is questionable to use lelgofor
sharpness estimation, even though the reliabifitthe results
is decent. Nonetheless, the results for the matraontext of
sharpness estimation are displayed in Fig 5 andeThbThe
chart shows high performance while using TW-CEShwit
Color Enhancement Factor.

87



International Journal of Computational Intelligence and Informatics, Vol. 1 : No. 2, July - Septembe011

5. Conclusion and Future Work
The multispectral image compression plays a keg imolthe
success of remote sensing applications. The prdpesek is

a class based encoding scheme for multispectralggmasg)

compression. It shows that not only the transfoimnabut

also the encoding too be adaptive. The image ist fif;
decomposed

into many sub images. Then

transformation in both spectral and spatial domaime KL
transform uses different KLT matrices for each slashe
encoding algorithm adopts two techniques basedata type
classes, ie., smooth or textured region. Adapt@pression
shows better results in terms of both PSNR andaliguality.
The compressed image is also enhanced for befiectieé
visualization. In future research, the noise mayrémoved

and then the image may be considered for furthﬁﬁ]

enhancement.
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